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Cyber Early Warning System

Cyber Early Warning System

The national critical infrastructure depends heavily on the
Internet

Education, Health, Banks, Transport, Energy, SCADA
Increasing shift of industrial IT systems to IP based networks
IoT

More devices rapidly get connected to the \Internet of
Things" including cars and homes

Cyber disaster
2017 Cyberattacks on Ukraine, WannaCry, Heartbleed bug1,
Stuxnet2

Proactive measures are required
- Compare with natural disasters (e.g. tsunami, hurricane)

1kills security on millions of websites worldwide
2frequently described as a jointly built X-Y countries Cyberweapon to

attack Z
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Cyber Early Warning System

De�nition

Wider de�nitions can be summarised as,

\a CEWS aims at detectingunclassi�ed but potentially
harmful system behaviour based onpreliminary indications
before possible damageoccurs, and to contribute to an
integrated and aggregated situation report (big picture )" 3

Many overlaps with typical IDSs, but important di�erences
Classi�ed (known attacks)
Signature based

3
Biskup, J., Hammerli, B., Meier, M., Schmerl, S., Tolle, J., and Vogel, M. (2008). 2. 08102 working

group-early warning systems. InProceedings biskup et al: DSP, page 1493.
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De�nition (2)

[Golling and Stelte, 2011]4 claim future CEWSs should answer:

Has the attack begun/about to begin?

What is the target?

What is the attack methodology?

Who is the attacker?

4
Golling, M. and Stelte, B. (2011). Requirements for a future ews-cyber defence in the internet of the future.

In Cyber conict (ICCC), 2011 3rd international conference on, pages 1-16. IEEE.
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Our aim

Early warn (alerting) suspicious activities by overcoming some
challenges compounded by the nature of computing5

Address �rst two questions �rst (current focus!)
Has the attack begun/about to begin?
What is the target?

Last question, detecting \who done it", is di�cult
Network attribution is hard!
Tor, Proxy methods, Manipulation of TCP/IP elements (IP
spoo�ng), Throwaway systems, Zombie nodes (bots)6

5
Cyberspace is a uncertain place, anyone seeks to model and reasoning on the cyberspace has to accept this

ground truth and must deal with incompleteness (compensate for lack of knowledge), inconsistencies (resolve
ambiguities and contradictions) and change (update the knowledge base over time)

6
Path back to the hacker usually deadends at a fellow victim's computer!
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Notion of early

Can be explained using Cyber attack lifecycle:

Often attackers use phishing for initial compromise as exploiting user vulnerability is relatively easier than
software/hardware vulnerabilities
Image source: https://alln-extcloud-storage.cisco.com/ciscoblogs/lateral-movement.jpg
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Notion of early (2)

Take days, weeks or months to complete the attack life cycle

MTTD over 200 days
Multistage

Produce evidence at each stage
In principal, can be collected and analyse, but di�cult in
practice!

Final stage! cost to the business rises exponentially
Ex-�ltration, corruption and disruption happening

Sooner the better,before reaching �nal stage is
acknowledged!
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Evidential scenario

Event data scatteredspatially and
temporally

Four types! Malicious, Legitimate,
Suspicious, Not reported

Suspicious events belong to thegrey area in
security decision

Could be a part of malicious attempt or a
legitimate

E.g. an execution ofcmd.exe, multiple logging
attempts, overwhelm number of ICMP
unreachable messages4

si - observation space

i , t i - time point i

Source anonymity - publicly visible source is not always the
true source

6
Major router failure could generate many ICMP unreachable messages while some viruses and worms (e.g.

CodeRed and Nimda) generate the same in probing process
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Monitoring challenges

Attacker operated in the grey area
Signature: No black/white list rules
Anomaly: Poor discriminating power of
features

Even picked exactly, �tting that
information into the big picture is not
straightforward

E.g. Blackshades (a RAT tool)
Attacking an unwilling victim's
computer, taking control, stealing
data
Technically, no much di�erence from
any other remote administration
toolkits

How to predict user intention using just technical data?
(compromised account, insisder)
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Monitoring challenges (2)

Stretch attack lifecycle over the time
f S1; S2; S3; :::; Sng ! A sequence of signature elements
characterises a multi step attack M
To detect M ! the same sequence (or an acceptable level of
pattern) in the trace
Si not come into the scene as a consecutive sequence
Randomly distributed, spatially and temporally, among other
types of events
Need to distinguish a given attack (say A) from other attacks
(B and C ) and from normal network activities

Events Correlation
Scarcity of attack data within a short period allows the
attacker to go undetected

Scenario signature! only for known attacks, but for zero
days?
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Our objective

A Practical automated solution for early warnings

Computationally inexpensive (must condition!)
Huge volume of tra�c has a cost rami�cation for collection
and processing
Resources of network devices are comparatively expensive and
scarce
Need to utilise on regular activities than on monitoring
activities (QoS, user convenience)

Simple, but systematic, behaviour analytic model
Avoid any dependency on source information
Maintain a long history of what is happening in the
environment
Acknowledge uncertainties of events of interest
Absorb analyst's prior belief/contextual information
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Methodology

Look at the main problem as two sub-problems:

Pro�ling
Evidence fusion (across spatial spaces) & accumulation (across
the time)
During a smaller time windoww, computing asuspicion
score sw , for each node in the system
NW =

P
sw , for larger windowW =

P
w

Analysis
Distinguish anomalous from normal nodes (pro�les)
Peer analysis

Detect one's aberrant behaviour with respect to her peers
Standardisation, the idea of statistical normality

Discord analysis
Aberrant behaviour with respect to her own past behaviour
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Pro�ling: supervised learning

To compute suspicion scoresw :

Testing the hypothesis,H - nodeunder attack , given
D = f d1; d2; d3; :::; dng7

sw is de�ned as:

sw =

(
1 if � = ln P(HjD)

P(: HjD) > 0

0 otherwise
(1)

NW =
P

sw , for larger windowW =
P

w

7can be packet/ow information from L3 switches, �le intergrity checkers,
outputs of signature based IDSs, anomaly detection components, antivirals,
SNMP-based network monitoring systems or any other relevant source
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Naive Bayes

P(H=D) =
Q n

k=1 P(dk=H) � P(H)
P(D)

(2)

D = f d1; d2; d3; :::; dng - evidence observed fromdistinct
types of information sources

p(H)- prior belief (i.e. probability ofH beforeD is observed)

p(H=D) - posterior probability (probability ofH givenD, i.e.
after D is observed)

p(D=H) - likelihood (probability of observingD givenH, i.e.
compatibility of the evidence with the given hypothesis)
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Naive assumption

P(dk=H) is independent of all other features

Often not true for real world problems, but works anyway!
e.g. Spam �lters! occurrences of terms like \online",\meds",
\viagra" and \pharmacy" are not independent of each other
This may be due to

Prediction depends only on the maximum, not the value of
the maximum
Dependencies cancel out across a large set of features

If highly correlated features, performance can be degraded
Voting for twice in the model
Remove highly correlated features! test performance before
and after change! stick with the better model
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Naive assumption (2)

Algorithm spot check
Myriad of metrics to compare performance (e.g. Confusion
Matrix, ROC, Logarithmic Loss, MSE)
Focus on model accuracy

Other factors to consider
Speed up the execution! Naive assumption can be exploited

Attribute probabilities can be calculated in parallel using
di�erent CPUs, machines or clusters in real world applications

Less training data than other algorithms (e.g. logistic
regression)

Interactions between attributes are ignored, no need examples
of these interactions

If Zero observations problem! NaiveBayes won't be reliable
Signi�cant di�erences in the attribute distributions between
training and test cases
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Pro�ling: unsupervised learning

To compute suspicion scoresw :

sw is de�ned as:

sw =

vu
u
t 1

N

NX

i =1

(xi � x̂i )2 (3)

sw is the Reconstruction.MSE
during a smaller time windoww

NW =
P

sw , for larger window
W =

P
w
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Pro�ling: unsupervised learning (2)

Without a pre-built model
NW =

P
sw helps stands out the

victim
Green outliers shared by many
legitimate nodes

Using pre-built model
Uses 50% one class (benign)
Relatively easy to �nd clean
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Analysis

Distinguish anomalous nodes from normal

Peer analysis
Comparison against peers
The idea of statistical normality
(68%-95%-99.7% rule)

z =
NW � � W

� W
(4)

Discord analysis
Comparison against own behaviour
Lack of harmony between points
Uses prediction interval of an
ARIMA(p,d,q) model
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Against Benchmark dataset
Using Simulation
Against Heartbleed attack

Evaluation

Getting validity for a novel method is only possible
through a proper evaluation
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Against Benchmark dataset
Using Simulation
Against Heartbleed attack

Evaluation (2)

In the area of Cybersecurity:

Evaluation novel methods against a production, or live,
system is di�cult
Three techniques currently available

Benchmark datasets (DARPA, MAWI, UNSW-NB15)
Network simulators/emulators (NS3, OPNET, NetSim,
Mininet, CORE)
Newok testbeds (DeterLab, Emulab, GENI, ORBIT,
WHYNET)

We extensively use �rst two techniques in our works
Save lot of money and time!
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Against Benchmark dataset
Using Simulation
Against Heartbleed attack

Evaluation: Benchmark dataset

Evaluation against a Benchmark dataset8

Contemporary attacks within normal activities
Reconnaissance, Fuzzers, Analysis, Backdoor, DoS, Exploits,
Generic, Shellcode, Worms

Can be presented at di�erent stages of the attack lifecycle
49 features

Basic, Flow related, Content related, Time related, Additional
generated

None of the features are attack dependent
zero day attacks monitoring

8
N. Moustafa and J. Slay, The evaluation of network anomaly detection systems: Statistical analysis of the

UNSW-NB15 data set and the comparison withthe kdd99 data set,Information Security Journal: A Global
Perspective.25(1-3), 1831 (2016)
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Using Simulation
Against Heartbleed attack

Importance features

Unnecessary features
Features not informed in the model

No discriminating/predictive
power

Highly correlated features

Should \dwin" be included in our
feature set?

dwin - Destination TCP window
advertisement value

Data tells no?

Domain expert's opinion?

Top importance features: using mean
decrease Gini (uses R's random forest
package)
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